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Abstract 

Nations advancing in technology and leading digital transformations must prioritize 

AI deployment respecting human rights. This policy brief suggests an assessment toolkit 

for countries to align with G20 goals, fostering AI innovation responsibly and respecting 

fundamental and human rights. Influenced by international experiences, our proposal 

addresses facial recognition technologies (FRT), aiming to strike a balance between 

innovation and individual and group rights protection. 

In light of the evolving landscape of technological advancement and the increasing 

deployment of facial recognition technologies (FRT), it is imperative to establish a 

comprehensive and responsible framework that aligns with human rights principles. 

We draw inspiration from previous T20 intelligence and other sources, including Idec’s 

and InternetLab’s Guide for Private Sector Use of Facial Recognition, Access Now’s 

report “Bodily harms: how AI and biometrics curtail human rights”, IFF’s Project 

Panoptic, and EDRi’s report The Rise and Rise of Biometric Mass Surveillance in the 

EU, adapting them to the context of public sector implementation. Countries’ experiences 

will also inform our work, such as USA’s NTIA and the Council of Europe. This synthesis 

enables us to present a text aimed at enhancing the governance of FRT in the public 

domain. 

Recognizing FRT risks, we advocate for responsible adoption and participative data 

governance. Our framework, integrating case studies and principles, offers a 

comprehensive guide for the G20, focusing on sustainable and inclusive digital 

development. While acknowledging challenges in public spaces, our criteria development 

for FRT in public services emphasizes, for instance, impact assessments to prevent 

discrimination. In summary, our submission distills international FRT experiences, 

https://idec.org.br/sites/default/files/doc_1._74762prot_1_pgs_3_a_14_doc_1._reconhecimento-facial_diagramacao_digital_2-3-pages-1-14.pptx-2.pdf
https://www.accessnow.org/bodily-harms-how-ai-and-biometrics-curtail-human-rights/
https://panoptic.in/
https://panoptic.in/
https://edri.org/our-work/facial-recognition-document-pool/
https://edri.org/our-work/facial-recognition-document-pool/
https://www.ntia.doc.gov/files/ntia/publications/privacy_best_practices_recommendations_for_commercial_use_of_facial_recogntion.pdf
https://edoc.coe.int/en/artificial-intelligence/9753-guidelines-on-facial-recognition.html
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deriving meaningful lessons, and proposes a forward-thinking checklist for the public 

sector’s standards in FRT use and procurement, prioritizing non-use where necessary. 
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Diagnosis of the issue 

 

Facial recognition technologies (FRTs) are becoming increasingly common in various 

aspects of daily life globally, including banking, payments, security, and education. These 

technologies can range from simple face detection for counting customers, to identifying 

specific individuals or conducting long-term surveillance – with or without consent. 

Despite some public awareness of FRT limitations, its widespread use remains largely 

unnoticed and unregulated. Certain segments of the tech industry resist oversight, fearing 

it may stifle growth and innovation. However, there is mounting pressure for regulation, 

with even some tech companies desiring clear guidelines for a level playing field. Despite 

the challenges, regulating FRTs is deemed feasible, important, and timely. 

In India and Brazil, different “Panoptic” projects monitor the growing development 

and implementation of FRT for public security. The projects demonstrate how FRT 

represents a high cost to the state and, at the same time, fails to deliver the efficiency and 

accuracy promised. It presents risks of incorrect identification (false positives) and 

identification failure (false negatives). In the former case, FRT poses significant threats 

to privacy rights, data protection, freedom, and non-discrimination, and may even 

presume guilt, especially among minority groups. In the latter, it can lead to exclusion 

and consequent rights violations. 

By reproducing gender binary and algorithmic racism, FRT puts already vulnerable 

groups at-risk – women, transgender and non-binary individuals, and historically 

oppressed/marginalized/racialized groups. An approach that respects human rights 

acknowledges the need to ban FRT in mass surveillance contexts, for instance for public 

security purposes. 
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There are numerous examples of human rights violations resulting from the use of 

FRT. In Bahia (Brazil), the low accuracy rate contrasts with numerous cases of false 

positives, leading to the unjust arrest of black individuals (Falcão 2021). The Argentine 

justice system recognized the unconstitutionality of the facial recognition system used by 

the Government of the City of Buenos Aires, which allowed access to biometric data of 

non-targeted individuals, such as political leaders, activists, unionists, judges, 

businesspeople, and journalists (Frente a Cano 2022). Similarly, in Brazil, the Federal 

Police discovered that criminal organizations had access to public sector intelligence and 

monitoring programs – even though these systems did not contain FRT, it is possible to 

observe how the fragility of the systems and security flaws jeopardize human rights 

(Ribeiro 2023). In the European Union, contrary to the recommendations of the European 

Data Protection Supervisor (EDPS) and the European Data Protection Board (EDPB), the 

use of biometrics for mass surveillance is normalized by law enforcement (EDRi 2021). 

In India, too, the use of FRT is ubiquitous and unregulated, and is widely deployed by 

police forces to identify criminals, create biometric databases, stifle protests, and profile 

and police minority groups more heavily (IFF 2022). 

Prohibiting biometric recognition technologies that enable mass and discriminatory 

surveillance is the subject of various civil society campaigns and Open Letters, such as 

#TireMeuRostodaSuaMira (Brazil) and Ban Biometric Surveillance (Global). 

This policy also focuses on other forms of FRT use by the public sector, such as identity 

validation for accessing public services. In Brazil’s digital ID system, for instance, 

citizens providing biometric data to the “Gov.br” platform can gain access to federal 

documents/IDs, participate in public consultations, or register complaints about public 

services. However, without alternative options for identity validation and specific 

restrictions on services requiring biometric ID, data collection could be considered 
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coercive. Many residents fear surveillance risks or breaches, leading to privacy violations. 

This concern has become evident following incidents such as when the government 

shared biometric data with financial institutions, a practice that only ceased after 

complaints from civil society organizations. 
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Recommendations 

 

We offer recommendations for the safe and responsible adoption of facial recognition 

technologies by the public sector that respects human rights, drawing from various 

documents on FRT such as the Open Letter “Calling for a global ban on biometric 

recognition technologies that enable mass and discriminatory surveillance” (2021), Idec’s 

and InternetLab's “Guide for Private Sector Use of Facial Recognition” (2019), Access 

Now’s report “Bodily harms: how AI and biometrics curtail human rights” (2023), IFF's 

and CESeC's Project Panoptic, EDRi’s report “The Rise and Rise of Biometric Mass 

Surveillance in the EU” (2020) and UN General Assembly’s resolution “Seizing the 

opportunities of safe, secure and trustworthy artificial intelligence systems for sustainable 

development” (2024). The policymakers, lawmakers, and controllers at all levels of 

government around the world should: 

Prohibit biometric recognition technologies that enable mass and discriminatory 

surveillance: Stop using facial recognition and remote biometric technologies for mass 

surveillance or discriminatory targeted surveillance of religious, ethnic, and racial 

minorities, political dissidents, and other marginalized groups. For that, the use of these 

technologies for surveillance of public and publicly accessible spaces by private and 

public entities should also be prohibited; 

Prioritize specific law-making: Before implementing FRT systems in any other 

context, governments must prioritize enacting specific legislation to regulate surveillance 

technologies and FRT. Moreover, overarching data protection laws of every country must 

endeavor to accord a higher status of protection to facial biometric data as compared to 

other personally identifiable information; 
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Perform privacy impact assessments: Before implementing facial biometrics 

systems, the controller must conduct a data protection impact assessment due to the risk 

to the rights and freedoms of individuals. The results of this assessment should ensure 

compliance with the overarching data protection legislation. In cases where the 

assessment demonstrates a high risk, the controller should not proceed with the facial 

recognition technologies initiative; 

Ensure transparency and accountability in data processing: It is necessary to 

ensure transparency in the processing of biometric data. The public sector must provide 

transparency in reports that detail all their public contracts (including those that are 

suspended, in progress, or under construction) for the supply of these technologies; 

Ensure transparency and accountability in public-private models: While 

contracting with private technology providers to implement FRT systems, governments 

must create clear accountability mechanisms and ensure complete transparency in the 

partnership, so that citizens have access to necessary technical information and robust 

grievance redress systems in case of harm; 

Provide complete and accurate information to the data subjects: Information 

related to the data collected, the specific purposes and methods of processing, the 

possibilities of sharing with third parties; the rights of data subjects over their data, the 

risks involved in this data processing, and the security measures adopted to mitigate them, 

must all be clearly articulated to data subjects; 

Take consent of data subjects to legitimize the processing of data: Obtaining 

consent should occur before the start of image capture, which therefore depends on a clear 

affirmative act establishing a freely given, specific, informed, and unambiguous 

indication of the data subject’s agreement to the processing of personal data; 
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Ensure special exclusion and protection of biometric data: Once the images are 

collected and the desired characteristics extracted, they should be deleted from databases. 

The retrieval then becomes impossible, even by the system developers. Furthermore, 

without prejudice to the use of other security measures, it is recommended that all 

(temporary) storage of facial images be in secure and encrypted environments. Ideally, 

the storage of this data should always be offline, and any connection used to access it 

should be encrypted; 

Ensure that data collection serves specific purposes, prohibiting the secondary 

use of data: Data should be processed for specific purposes and the data subjects must 

be informed using clear and plain language. Government agencies, especially law 

enforcement agencies, must be prohibited from using and accessing data and information 

derived from the use of these technologies by private companies and other private actors, 

except for audits or compliance checks; 

Ensure human oversight: Ensure human supervision and effective intervention in 

decision-making involving AI technology, particularly in high-risk applications such as 

citizenship exercise and border control; 

Set up regulatory oversight bodies: governments should constitute decentralized 

oversight bodies comprising field experts, technicians, public officials and civil society 

to regulate and limit the use of FRT systems by law enforcement agencies, including 

police forces. 

Prefer alternatives to facial biometrics: Using facial biometrics for identity 

validation should not be the sole means of identifying individuals. Facial biometrics 

should not hinder the exercise of citizenship and access to services or products. 

Alternatives to FRT must be provided to individuals who choose not to have their data 

collected; 
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Report security incidents: Security incidents should be investigated and immediately 

reported to public authorities, civil society, and data subjects, especially if they entail 

significant risk or harm. Responsible parties must provide appropriate reparation to 

individuals who were harmed by the use of these technologies; 

Establish anti-discriminatory measures: In the development and use of such 

systems, protect individuals against the use of these technologies to make decisions 

regarding economic, social, and cultural rights, including housing, employment, social 

benefits, and healthcare; 

Promote social participation: The public sector should promote social participation 

by all stakeholders to address concerns and ensure that the adoption of facial recognition 

technology reflects the public interest. 

Resist AI integration in welfare services and policing: The stochasticity of AI and 

data learning algorithms only magnify and exacerbate inaccuracies inherent to FRT 

systems, leading to larger error margins. Such false negatives and positives can have 

grave repercussions on human rights, specifically in the context of delivering welfare 

services to beneficiaries and criminal identification, respectively. Governments should 

endeavor to eliminate AI-based FRT systems entirely from these two domains. 
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Scenario of outcomes 

 

Law enforcement in protests, riots, and ‘disruptive’ environments: Law 

enforcement agencies often resort to surveillance tools such as FRT-enabled drones to 

monitor ‘disruptive’ events like protests, rallies, riots, and so on. Such systems are freely 

deployed under the guise of national security or public interest, to identify unruly 

protesters, disrupters, or miscreants. However, the negative effects of FRT-based 

surveillance on the human rights and liberties of individual protesters far outweigh its 

purported ‘benefits’ for public interest. Many jurisdictions recognise the right to protest 

as a constitutional guarantee. Surveillance tools, especially when used in an unregulated 

environment by police forces, can instill a chilling effect on this right, be wielded as an 

authoritarian tool to stifle dissent, and be used to indiscriminately profile and target 

participating individuals outside protests as well (Privacy International 2022). Here, the 

potential trade-off becomes national security and public interest, which can be remedied 

by employing alternate methods of law enforcement on strict grounds and only where 

necessary. 

Roadblocks in ensuring human oversight: In many jurisdictions and across sectors, 

ensuring human oversight or human-in-the-loop while deploying FRT systems may pose 

challenges due to low levels of digital literacy, or paucity of human resources or funds. 

Secondly, though assigning human oversight to automated systems may solve for lack of 

accountability, it also may add a layer of bias. For instance, in policing contexts, FRT 

systems generate a probability match score, or a confidence score between an individual 

who is to be identified, and an existing database of identified ‘criminals’ (Goldberg 2021). 

Multiple possible matches are generated and listed on the basis of their likelihood to be 

the correct match with corresponding confidence scores. The final  
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identification, however, is done by a human analyst who selects one match from the 

list of matches generated by the technology. While the software releases several possible 

matches, the analyst conducting the search makes the final identification, allowing their 

own biases to creep into the final result wherein they may be prejudiced against a certain 

race, religion or community, based on which the system’s decision-making may be 

affected. Here, the potential trade-off to human oversight becomes an additional layer of 

bias, which is a systemic issue independent of technology. 

Complete ban on FRTs may be seen to stifle innovation: Calling for a complete ban 

on FRTs in certain sectors may be seen as an attempt to stifle technological innovation 

and advancements. Given that the harms of FRT far outweigh its benefits, this trade-off 

is justifiable. For other sectors, robust regulation on the use of FRT by both public and 

private entities can provide the necessary checks and balances, while also making space 

for innovating on lawful and non-harmful uses of emerging technologies in selected 

domains. 
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